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Next Steps

November 10th: 
final project 

open house and  
decisions
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Previously on VNAV: Visual Odometry

Visual odometry (VO): motion estimation estimation  
based on cameras (monocular, stereo, RGB-D, …)

• feature matching tends to fail during fast motion 
• feature-less frames  
• mono VO only estimates motion up to scale

Time 0 Time 1
Time 2

Time t



Beyond Cameras

‣ wheel  
odometry 

‣ GPS 
‣ Lidar 
‣ Inertial  

Measurement  
Unit (IMU) 

‣ Event Cameras

830g 160g 4g 3g

8 W 2.5 W 0.3W ~1 W

How to get scale and improve robustness? 
add more sensors!



VIO: Visual-Inertial Odometry

• (a.k.a. visual-inertial navigation, VIN)

https://udel.edu/~ghuang/iros19-vins-workshop/

Visual-Inertial Navigation: 
Challenges and Applications
IROS 2019 Full-day Workshop: November 8, 2019, Macau, China

More resources:

https://udel.edu/~ghuang/iros19-vins-workshop/
https://udel.edu/~ghuang/iros19-vins-workshop/
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Visual-Inertial Navigation (VIN)

cameraSingle	Camera	 Accelerometer	
&	Gyroscope	

Inertial 
Measurement 

Unit (IMU)



Visual-Inertial Odometry

image  image   image   image  

imu data

100-800Hz

20–120Hz

imu data imu data
time



Visual-Inertial Odometry
MLE/MAP Estimator

Camera factors Imu factors

Need to include velocities and IMU biases in the state … 



Visual-Inertial Odometry

image  image   image   image  

imu data

100-800Hz

20–120Hz

imu data imu data
time

- Fixed-lag smoother: estimate a fixed window of recent 
states from time k-T, k-T+1, .. k (sliding window)



MAP Estimation

Challenges: 
• IMU measurements arrive at high-rate (~200Hz) 
• camera observes hundreds of landmarks per frame 
• need to solve optimization problem quickly

IMU preintegration
structureless  
vision factors

`k



IMU Preintegration

16

key messages: 
- integration on manifold, with noise expressed in tangent space 
- integration is performed in local frame, to be invariant to initial state

Key idea: integrate IMU measurements between frames 

many measurements & states

few measurements & states

Preintegration
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Standard integration Preintegration

initial rotation rotation rate 
measurements

Carlone, Kira, Beall, Indelman, Dellaert, Eliminating conditionally independent sets in factor graphs: a unifying perspective based on smart factors, ICRA’14.
Forster, Carlone, Dellaert, Scaramuzza, IMU Preintegration on Manifold for Efficient Visual-Inertial Maximum-a-Posteriori Estimation, RSS’15 (best paper finalist).

IMU Preintegration



16.485: VNAV - Visual Navigation  
for Autonomous Vehicles

Luca Carlone  
Lecture 25-26: Advanced Topics -  

Beyond Cameras



MAP Estimation

Challenges: 
• IMU measurements arrive at high-rate (~200Hz) 
• camera observes hundreds of landmarks per frame 
• need to solve optimization problem quickly

IMU preintegration
structureless  
vision factors

`k



IMU Preintegration

Preintegration

After 10 seconds, original 
problem has ~104 states

After 10 seconds, 
preintegrated problem  
has ~102 states



Structureless Vision Model

21Carlone, Alcantarilla, Chiu, Zsolt, Dellaert, Mining structure fragments for smart bundle adjustment, BMVC’14.

`k

Marginalization 
of 3D landmarks

Schur complement trick: 
• solve for each landmark separately 
• substitute back in the optimization

Schur complement

Further reduction of the number 
of variables in the optimization!



Visual-Inertial Odometry

Hand-held 
sensor

Implemented  
in GTSAM

(ImuFactor)

[Forster, Carlone, Dellaert, Scaramuzza. On-manifold preintegration for real-time visual-inertial odometry. TRO 2017]

Others: OpenVINS, VINS-mono,  
ORB-SLAM3, ROVIO, ..



Engineered Solutions / Applications

Oculus Rift Goggles

Skydio R1 drone

Pokemon Go

 
[ARCore]

Google Tango

Navion Chip 
2017  

(http://navion.mit.edu/)
23

http://navion.mit.edu/
http://navion.mit.edu/
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Camera & IMU 
Typically optimize 

over receding horizon 
Latency: 
<50ms  

No loop closures: error  
accumulates over time

SLAM VIN

All sensors 
Optimize entire history  

(full smoothing)   
Latency:  
>200ms 

Loop closures: error  
remains bounded



Observability

N: # points 

ni = #images  
in which 
point “i” 

is observed



- the semicircular canals measure rotational movements 

- and the otoliths measure linear accelerations

Visual-Inertial Odometry
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Lidar Odometry & Lidar SLAM

DARPA Subterranean Challenge, in collaboration with JPL 



Feature-based Lidar Odometry

Time 0 Time 1 Time t-1 Time t
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Feature-based Lidar Odometry
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Feature-based Lidar Odometry

[Zhang and Singh: LOAM: Lidar Odometry and Mapping in Real-time, 2014]



Dense Lidar Odometry 

Time 0 Time 1 Time t-1 Time t

•Alternative to feature-based approaches 
•Simultaneous Pose and Correspondences

Iterative Closest Point (ICP)



•Observations:

Iterative Closest Point (ICP)

1. Easy to 
compute 
alignment 
given 
ground-truth  
correspondences

2. Easy to 
compute 
correspondences  
given 
ground-truth  
alignment



ICP algorithm: given initial guess, perform the following: 
1. Establish correspondences: associate to each point in 

Cloud 1 the closest point in Cloud 2 
2. Compute relative pose given correspondences  

(e.g., using Horn’s or Arun’s method) 
3. Transform point cloud and repeat  

(stop when alignment does not improve or after max iter.)

Iterative Closest Point (ICP)



ICP algorithm: given initial guess, perform the following: 
1. Establish correspondences: associate to each point in 

Cloud 1 the closest point in Cloud 2 
2. Compute relative pose given correspondences  

(e.g., using Horn’s or Arun’s method) 
3. Transform point cloud and repeat  

(stop when alignment does not improve or after max iter.)

Iterative Closest Point (ICP)

[courtesy: http://
www.cs.technion.ac.il/

~cs236329/tutorials/ICP.pdf]

ICP 
Iterations



Iterative Closest Point (ICP): Issues and Extensions

Local 
convergence

Initial guess 1 Initial guess 2

[courtesy: http://
www.cs.technion.ac.il/

~cs236329/tutorials/ICP.pdf]

Extensions
•Kd-tree spatial subdivision   
•Different error metrics 
(e.g., point to plane)  

•Reject outliers



ICP-based SLAM: Failure Mode

DARPA Subterranean Challenge, in collaboration with JPL        
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Event-based Cameras

•Speed of robot is constrained by speed at which it  
can sense (and compute) 

•Common cameras: 20-120fps 

•event-based cameras (e.g.,  
Dynamic Vision Sensor, DVS)  
- Temporal resolution: 1 μs 
- High dynamic range: 120 dB 
- Low power: 20 mW  
- Cost: 2,500 EUR 



Event-based Cameras

42Scaramuzza et al. 2014: Neuromorphic camera



Event-based Cameras for SLAM

43

Antoni Rosinol Vidal, Henri Rebecq, Timo Horstschaefer, Davide Scaramuzza Ultimate SLAM? Combining 
Events, Images, and IMU for Robust Visual SLAM in HDR and High Speed Scenarios R-AL 2018.



Event-based Cameras for SLAM

44

Antoni Rosinol Vidal, Henri Rebecq, Timo Horstschaefer, Davide Scaramuzza Ultimate SLAM? Combining 
Events, Images, and IMU for Robust Visual SLAM in HDR and High Speed Scenarios R-AL 2018.


